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ABSTRACT

This Paper addresses the use of artificial intelligence (“AI”) in the judicial system, specifically its application in making predictions that influence judicial decisions, and the legal and ethical concerns stemming from AI biases. First, this Paper will explore the various roles that AI can play in this domain, with a particular emphasis on AI in risk assessment and recidivism prediction. This involves analyzing data related to a crime and a defendant to generate predictions. A significant concern in this area revolves around biases. While biases in criminal justice have long been recognized as a critical issue, there has been optimism that AI could mitigate these biases. However, this may not necessarily be the case. There is potential for risk assessment AI to enhance sentencing accuracy and reduce human error and bias.
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However, there is apprehension that it could perpetuate or exacerbate existing biases and even undermine fundamental principles of fairness in the justice system. Several factors contribute to this risk, including biased coding and incomplete and inaccurate training and testing datasets. Additionally, the presence of dynamic algorithms and the lack of transparency and explainability make it challenging to identify and address biases effectively. The forthcoming European regulation on artificial intelligence, known as the AI Act (“AI Act”), aims to mitigate biases. However, it is acknowledged by experts that biases cannot be completely eradicated, like biases that are inherent in human decisions.
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INTRODUCTION

In *To Kill a Mockingbird*, the novelist Harper Lee illustrates the prevalence of racial injustice and societal prejudices, particularly in the judicial system of the 1930s American South (and American society as a whole). The drama of the story is underpinned by judges letting their racial biases unjustly influence their rulings.

Almost a century later, the same concerns arise, not because of human biases—which certainly have not disappeared—but due to technology-fueled AI biases. This paper covers the legal and ethical concerns related to AI biases when using predictive AI to support judicial decisions.

I. THE ROLE OF ARTIFICIAL INTELLIGENCE IN CRIMINAL JUSTICE

The justice system is currently undergoing a transformation fueled by technology, and this evolution is evident in three key ways. Firstly, technology operates as a support system, providing information, assistance, and guidance to individuals within the justice system. Secondly, technology can replace tasks traditionally performed by humans. Lastly, at a more advanced level, technology may revolutionize how judges operate, bringing about distinct forms of justice through disruptive technology. Concerns arise within these latter two methods
because of technology’s impact on the role and function of judges, specifically in their adjudicative responsibilities.8

Currently, AI is performing several tasks within law enforcement and the judiciary. For instance, AI is used to structure data because of its capability to identify patterns within textual documents and files.9 This is especially advantageous in scenarios involving the categorization of vast data volumes or intricate cases filled with extensive information. Courts in some jurisdictions acknowledge this investigative approach10 as offering swifter and more accurate results compared to manual document research.11

In law enforcement, facial recognition technology (“FRT”) serves preventive purposes by identifying previously known perpetrators to forestall potential future crimes.12 Additionally, it can be employed to locate someone, aiding in the identification of individuals wanted for criminal activities.13 For example, FRT can be applied in scenarios where every person within a specific context (like crossing a street or passing the gates in an airport) is facially scanned.14

AI can efficiently write judicial decisions by processing the provided data while also creating a cohesive and logical text.15 Legal

10. For example, in the United States, eDiscovery is a prime illustration. It uses automated methods to explore electronic data for discovery before the commencement of legal proceedings. Machine learning AI are trained to use the most effective algorithm for extracting pertinent details from copious amounts of information. Involved parties must mutually agree on the search terms and coding, which the judge then evaluates and approves. Id. at 3. But cf. Keeton Christian, The Fortification of the Great Firewall and Its Effect on e-Discovery Disputes in U.S. Courts, 82 U. PITT. L. REV. 173 (2020).
11. Reiling, supra note 9, at 4.
13. Id.
14. Id.
and judicial work heavily relies on language, documents, and texts as foundational elements. This data holds immense significance in the judicial system, aiding investigators, lawyers, and judges in piecing together the intricacies of a specific case, ultimately contributing to the pursuit of justice. Moreover, the advent of digitization within law firms and court systems has unlocked a vast reservoir of data, encompassing court opinions, statutes, regulations, books, practice guides, law reviews, legal white papers, and news reports. This wealth of information is instrumental in training AI foundation models for judicial purposes. These models, once trained, can serve the court’s staff in organizing, searching, and summarizing extensive piles of legal text.

Predictive analytics stand out as a significant function of AI within legal proceedings because some AI garner attention by claiming to predict court decisions. This ability is often referred to as “predictive justice.” This concept entails using machine learning algorithms to conduct a probabilistic analysis of specific legal disputes by referencing case law precedents. The term “forecast” better reflects these algorithms because they resemble a weather forecast more than a predetermined fact. Like weather predictions, court proceedings carry inherent unpredictability.

This essay will focus on the use of AI in risk assessment and recidivism prediction on the global scale. It will identify potential biases arising from using AI in various countries and assess whether those biases should lead to the exclusion of predictive AI in this domain.

16. See id. at 299-301.
17. Reiling, supra note 9.
18. Reiling, supra note 9, 4–5.
20. See AI in the Criminal Justice System, ELEC. PRIV. INFO. CTR. [EPIC], https://epic.org/issues/ai/ai-in-the-criminal-justice-system/ (last visited Apr. 6, 2024). See generally Marc Queudot & Marie-Jean Meurs, Artificial Intelligence and Predictive Justice: Limitations and Perspectives, in RECENT TRENDS AND FUTURE TECHNOLOGY IN APPLIED INTELLIGENCE 889 (Malek Mouhoub et al. eds., 2018). However, this term has sparked debates, as the outcomes of prediction algorithms neither represent justice nor ensure predictability, see Reiling, supra note 9, at 4.
21. Id. at 4–5.
22. Meaning, using AI to analyze data involving a crime and a defendant to make predictions based on that analysis.
II. RISK ASSESSMENT AND PREDICTION IN CRIMINAL JUSTICE

Risk assessment tools have undergone a transformative journey, progressing from first-generation tools rooted in the clinical judgment and experience of decision-makers to second-generation tools that relied on static risk factors, like criminal history, age, and gender. 23 Third-generation instruments incorporated both risk and needs assessments, considering both static and dynamic (e.g., educational and employment status) factors.24 Current fourth-generation tools offer individualized plans based on assessments of both static and dynamic factors.25 A fifth generation of these tools is on the horizon, exploring the integration of machine learning techniques.26 This next phase aims to predict recidivism in real-time, employing more intricate analyses for a deeper understanding of the complexities involved.27

Research into predicting criminal recidivism through statistical analysis has spanned nearly a century, involving contributions from criminal justice, psychology, and law.28 Actuarial risk assessment models, a product of this extensive research, are now widely employed across various jurisdictions.29 These assessments pivotally assist judges in making decisions about pre-trial release, sentencing, and probation, which influence the course of individuals’ lives.30 Risk assessments have effectively mitigated costs and reduced decision time.31 However, the system is far from perfect.

25. Id.
26. Id.
27. Id.
30. ZARA & FARRINGTON, supra note 28.
31. Should AI be able to more accurately predict recidivism? Governments may save time and money because less resources will be dedicated to re-offenders. For a further discussion see Richard Berk, An Impact Assessment of Machine
For a start, one must keep in mind that risk assessments offer a probability-based forecast of an individual’s potential for reoffending. While these assessments assist practitioners in gauging the likelihood of an individual re-offending, they do not possess the capability to predict a person’s behavior with complete certainty. Another particular concern regarding risk assessment and recidivism prediction involves biases. This is not a new concern, as human bias in criminal justice is a long-lasting apprehension. Although many have argued AI could reduce it, the situation is not that simple.

III. BIASES OF HUMAN DECISION MAKERS IN THE JUDICIAL SYSTEM

The outcomes of human adjudicative decision-making are shaped by various elements that impact substantive justice, including factors as trivial as the timing and content of a judge’s meals, the time of the decision, the cumulative effect of making decisions throughout the


33. Id.

34. Id.


36. See Mirko Bagaric et al., The Solution to the Pervasive Bias and Discrimination in the Criminal Justice System: Transparent and Fair Artificial Intelligence, 59 AM. CRIM. L. REV. 95, 98 (2022).


day (“decision fatigue”), personal values, unconscious assumptions, and reliance on intuition. Additionally, factors external to the judge, such as the quality of legal representation or the litigant’s available resources, play a significant role in shaping court decisions.

Human discretion is a crucial component in decision-making. In discretionary decision-making, choices are driven by reasoning and judgment rather than solely adhering to predetermined criteria. Community values, subjective party features, and other relevant circumstances are, even if unconsciously, considered in the exercise of discretion. Contrarily, when the mandate for decision-making stems from legislation or internal procedures, it is typical for the authority to outline specific criteria guiding the decision-making process to make it less discretionary and more logical.

Shifting from discretionary principles to defined criteria through increased automated decision-making to enhance efficiency might seem seductive. While intended to simplify the law and make it more definite, this change raises concerns about fairness and arbitrariness because of a


47. Judge v Robot, supra note 7, at 1128.

potential lack of individualized justice, discretion, and a lack of nuance in the law, which could lead to unfair or arbitrary decisions.49

Judges are not purely rational actors who employ logical reasoning based on various legal sources to make decisions. It is widely acknowledged that this model only captures a portion of the decision-making process, overlooking non-doctrinal factors that significantly influence case outcomes.50 Therefore, there is a place for discretion in judicial decision-making.51

This element of discretion is a quality that computer programs, operating on logical principles, may find challenging to accommodate.52 Programmed algorithms process data to predetermine results, thus highlighting the rigid AI systems that conflict with the nuanced nature of discretionary decisions.53

A. Human Biases in the Judiciary

There are two types of biases affecting human judgment. First, there are “social biases,” wherein one instinctively forms opinions or makes quick judgments based on an individual’s social group.54 Examples include instantly favoring someone with a similar accent or assuming someone from a different ethnic background might be untruthful.55

The second category comprises “cognitive biases,” representing systematic tendencies in one’s thought processes that can lead to errors.56 “Confirmation bias” is a good example illustrating how people are
prone to seek information confirming their beliefs while neglecting potential contradictions.57

Some years ago, an empirical study carried out in the United States (“U.S.”) involving 239 serving federal and state judges—including 100 federal district judges that represent all Circuits—explored the potential manifestations of the implicit biases in their decisions.58 The study revealed that judges exhibited strong to moderate negative implicit stereotypes against Asian Americans and the Jewish community.59 In contrast, they held favorable implicit stereotypes towards Whites and Christians. Whereas Whites and Christians were associated with positive moral traits such as “trustworthy,” “honest,” and “giving,” Asians and Jews were perceived with negative stereotypes such as “greedy,” “dishonest,” and “controlling.”60 Notably, the study indicated that federal district court judges tended to impose marginally longer prison terms on Jewish defendants compared to identical Christian defendants,61 and their implicit biases were identified as an underlying factor to this unfair disparity in sentencing.62

IV. CASES OF AI SYSTEMS IN THE JUDICIAL SYSTEM

A primary difficulty in using AI to predict criminal behavior is embedded into the very foundation of AI predictions. AI prediction inherently and implicitly assumes individuals convicted of “similar” crimes share enough commonalities for past recidivism rates to predict the future recidivism risk of others in the same group.63 However, this assumption is not without complexities. The assumption presupposes

59. Id. at 63.
60. Id.
61. Id.
62. Id.
uniformity among individuals who have committed “similar” crimes, oversimplifying the diverse factors that contribute to criminal behavior. Human behavior is complicated and influenced by various factors such as socioeconomic background, personal history, and individual circumstances, which may not be fully captured by a narrow categorization of offenses. The pitfalls of the assumption become evident when considering the dynamic and multifaceted nature of a crime. Individuals within the group who committed “similar” crimes can have distinct life experiences, motivations, and levels of culpability. Relying solely on historical data to predict future recidivism may oversimplify the complexities of human behavior, which leads to biased outcomes and reinforces existing societal disparities.

The performance of AI in courts or any other domain heavily relies on data to yield an appropriate outcome. High-quality data is essential for optimal AI outcomes since inaccurate and/or incomplete data can lead to legally flawed decisions.

Further, accurate and complete datasets alone are insufficient. Natural language processing and text recognition play a crucial role by enabling an external evaluation of a legal professional’s behavior. For more effective AI utilization, legal information (e.g., court decisions and criminal precedents) should be made machine-processable, encompassing textual readability, document structures, identification codes, and metadata, as all these materials would enrich the training

67. Reiling, supra note 9, at 8 (explaining how accurate and complete datasets are not sufficient for determining legal decisions due to the implications with natural language processing).
datasets. Adding clear definitions and structured terminology to legal information will further elevate AI’s capabilities.  

Another critical feature is AI’s ability to elucidate its outcomes, requiring explanations of its process and substantive reasoning. Although AI can technically provide explanations akin to that of humans, research indicates that human-generated explanations are clearer in some instances.  

An overreliance on technology poses another risk because individuals can become dependent on automated decision-making systems, placing unwavering trust in statistical data rather than making independent judgments. This dependence can lead to overlooking system errors.  

A. AI Biases  

Bias is the ultimate obstacle hindering the effective performance of AI in courts. While algorithms used for risk assessment in the criminal justice system can potentially make sentencing more accurate and reduce human error, they could conversely deepen existing biases.  

---

68. Id. at 7; see Don Farrands, Artificial Intelligence and Litigation – Future Possibilities, 9 J. Civ. Litigation & Practice 7 (2020).  
69. Reiling, supra note 9, at 8; Mikalef & Gupta, supra note 66, at 4 (“Adding to this issue, skewed data during labeling and training can potentially result in biased AI applications.”).  
70. See, e.g., Alejandro Barredo Arrieta et al., Explainable Artificial Intelligence (XAI): Concepts, Taxonomies, Opportunities and Challenges Toward Responsible AI, 58 INFO. FUSION 82 (2020).  
71. For more details, see Xinru Wang & Ming Yin, Are Explanations Helpful? A Comparative Study of the Effects of Explanations in AI-Assisted Decision-Making, 2021 INT’L CONF. ON INTELLIGENT USER INTERFACES 318, https://dl.acm.org/doi/pdf/10.1145/3397481.3450650. In their paper, Wang and Yin claim the fact that humans usually use contrastive explanations—explanations that focus on the difference between two scenarios: one where the event happens and one where it does not—help others to better understand the information communicated and they recommend AI explanations to follow this same model. Id.  
73. Id.  
74. Danielle Kehl et al., Algorithms in the Criminal Justice System: Assessing the Use of Risk Assessments in Sentencing. Responsive Communities Initiative,
Additionally, they might challenge the core principles of fairness that are crucial to the justice system.75

There are several stories illustrating instances where the system misrepresented the recidivism risks associated with various offenders, showing a notable disparity in the misclassification of risk levels based on race.76 In many instances, Black prisoners were unduly given higher risk scores than their non-Black counterparts, even if the latter committed more severe crimes.77 In another study, Black defendants had a two times higher risk of being mislabeled as potential violent recidivists relative to their White counterparts; additionally, White individuals with a history of recidivism were incorrectly classified as low risk 63.2% more frequently than their Black counterparts.78 These findings suggest a systematic racial bias entrenched in estimating risk.

In conclusion, the use of AI in the criminal justice system presents a paradox of potential and peril. While it holds the promise of enhancing accuracy and reducing human biases in sentencing,79 the reality, marred by systematic biases in risk assessment algorithms, poses a stark contradiction.80 The documented disparities, particularly in the misclassification of risk levels that disproportionately affect ethnic individuals, underscore the urgent need for reform. These biases not only compromise the fairness and integrity of the justice system but also betray its foundational principles.81


75. Id.

76. See id. at 29; see, e.g., Julia Angwin et al., Machine Bias: There’s Software Used Across the Country to Predict Future Criminals And It’s Biased Against Blacks, PROPUBLICA (May 23, 2016), https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing.

77. OSOBA & WELSER IV, supra note 66, at 13.


B. Causes of AI Biases

i. Code Biases

Code bias denotes consistent and systemic inaccuracies within a computer system that cause unfair outcomes, favoring one arbitrary group of users at the expense of others. Code bias can emerge when programming reflects the developer’s unintentional or implicit biases during the development of software and algorithms. These biases can be related to race, gender, ethnicity, socioeconomic status, or other factors, and they may perpetuate existing disparities in society by unfairly creating outcomes based on them.

Developers crafting AI code often envision the typical user as someone resembling themselves or a similar demographic. As a result, individuals who deviate from this “presumed average user” are more likely to suffer from negative consequences from the AI functioning.

When AI performs its role in the judiciary—including risk assessment and recidivism prediction—an additional element can lead to

---


84. See Daniela Evans Peterman, Socioeconomic Status Discrimination, 104 VA. L. REV. 1283, 1302–1304 (2018).


86. Id. This led to reconceptualizing algorithmic decision-making software and its outputs as cultural artifacts. The term “cultural artifact” may evoke thoughts of documentaries and archaeology, but in this context, it encompasses any tangible creation by humans that provides insights into their culture or society. This reframing emphasizes the need for inclusivity and awareness of diverse perspectives in the development and deployment of technology. Compare id., with Arianna Falbo & Travis LaCroix, Est-ce que Vous Compute? Code-Switching, Cultural Identity, and AI, 8 Feminist Philosophy Quarterly 1 (2022) (explaining how algorithmic decision-making should embrace inclusivity and awareness of diverse perspectives in the development and deployment of technology instead of merely yielding cultural artifacts).
code biases: the inevitable transformation of legal concepts into codes, commands, and functions. Legal texts are inherently nuanced and reliant on context, which adds another complexity for computer programmers and information technology (“IT”) professionals because they usually lack legal qualifications or experience. Despite this, these professionals are responsible for translating legislation and case law into computer codes and commands to facilitate the system’s autonomous decision-making. The legal sources, which are already intricate on their own, further operate within the vague framework of statutory presumptions and discretionary judgments. Furthermore, these codes need to be constantly updated since laws are frequently amended, cases get overturned, and complex transitional provisions are made.

ii. Data Biases

The effectiveness of an AI hinges on the quality of the data it learns from. The effectiveness of AI training hinges on having access to vast, precise datasets even though the methods for training AI differ. Flawed training data lies at the core of the main issues encountered in AI, a concept colloquially referred to as “garbage in, garbage out.” When automated learning uses biased data, it inevitably yields biased results.


88. Although this work is not done solely by IT people but also involves the assistance of legal experts, it is important to note that the coding itself is primarily executed by the former.

89. See Perry & Smith, supra note 49, at 32.


91. Id. at 792 (“[A] common complaint in the industry is that research institutions spend 90% of their machine learning efforts on algorithms and 10% on data preparation, although based on the amounts of time spent, the numbers should be 10% and 90% the other way.”).

92. The concept is referring to L. Todd Rose & Kurt W. Fischer, Garbage In, Garbage Out: Having Useful Data Is Everything, 9 MEASUREMENT: INTERDISCIPLINARY RSCH. & PERSP. 222 (2011).

93. See generally Eirini Ntoutsi et al., Bias in Data-Driven Artificial Intelligence Systems—An Introductory Survey, 10 WIRES DATA MINING & KNOWLEDGE DISCOVERY 1 (2020).
The Correctional Offender Management Profiling for Alternative Sanctions (“COMPAS”) prominently illustrates how biased data exacerbates AI biases within the legal system.94 COMPAS is an AI tool employed by criminal judges in certain U.S. states.95 It is used to assess the recidivism risk of convicted defendants, influencing decisions related to pre-trial detention, sentencing, or early release.96 Proponents often argue that tools like COMPAS contribute to increasing objectivity in evaluating recidivism and reducing the number of individuals held in detention.97 Despite its intent to identify non-threatening defendants, by relying on historical data, COMPAS consistently overestimates recidivism among African American defendants compared to Caucasian Americans.98 COMPAS relies on criminal records and a 137-question questionnaire, posing inquiries such as, “Is someone who is hungry allowed to steal? Strongly disagree, disagree, etc.”99 In the words of Beth Karp, “It is dangerously reductive to assume that any person’s value system is determined by their race, ethnicity, or financial status, or that particular values or behaviors are exclusive to certain ‘cultures.’ . . . It is deeply offensive (and, of course, incorrect) to presume that the extent of agreement or disagreement with that statement is a matter of ‘cultural

95. See Washington, supra note 94, at 133.
96. See id. at 143.
values." ProPublica’s investigation revealed Black defendants were more likely to be improperly assessed for higher recidivism risk, while White defendants were not.

The lack of representation within the dataset can also fuel biases. Machine learning algorithms use statistical estimation methods, and the metrics gauging estimation errors tend to fluctuate inversely with data sample sizes. Consequently, these methods are more prone to errors when training with classes that have lower representation compared to others. For instance, if ethnic minorities are over-policed, and thus overrepresented in crime data, AI models might unjustly predict higher recidivism rates for individuals from these groups. Likewise, predictive models can also exhibit gender biases. Since most criminal datasets contain a higher proportion of male offenders than female offenders, AI systems might be less accurate for females, which can potentially lead to harsher or inappropriate sentencing recommendations. This lack of representation can affect the accuracy of predictions for female defendants, either by overestimating or underestimating their risk of recidivism.


101. See id. at 1439; Washington, supra note 94.


103. A prime example of this issue is evident in Yahoo’s automated image tagging system, which made biased image-labelling choices due to demographic inhomogeneity in its training data. See Osoba & Welsner, supra note 66, at 19–20; see also Moritz Hardt, How Big Data Is Unfair: Understanding Sources of Unfairness in Data Driven Decision Making, MEDIUM (Sep. 26, 2014), https://medium.com/@mrtz/how-big-data-is-unfair-9aa544d739de.


106. Id.
C. Factors Challenging the Identification (and Subsequent Correction) of AI Biases

Identifying and correcting biases in AI present a challenge due to various factors. These include biases inherent in the data used for training, complexities in algorithms that make it hard to pinpoint sources of bias, and the possibility of developers inadvertently introducing their own implicit biases or lack of awareness. Additionally, the dynamic nature of bias, the opacity of AI and resource constraints further complicate the process. Overcoming these challenges requires interdisciplinary collaboration, diversity in development teams, and standardized tools for bias detection and correction, all while navigating legal and ethical considerations.

i. Dynamic Algorithms

AI algorithms can be static, dynamic, or something in between. A static algorithm remains unchanged once it is finalized and put into service. The system manufacturer designs the static algorithm not to evolve independently once the design is completed. This characteristic makes the algorithm known to the manufacturer, potentially allowing analysis for a due process claim. While a manufacturer may attempt to restrict access by invoking trade secrets, this presents a legal hurdle rather than a technological one.

In contrast, a dynamic algorithm continuously evolves from the new data it collects. This evolution can occur rapidly; for example, an AI-based, pre-sentencing risk assessment system continuously monitors nationwide news feeds and arrest records. If the AI system

110. Id.
111. See id. at 312.
112. See id. at 312–13.
113. Id. at 313.
identifies previously unknown statistical correlations that could impact the recidivism rate for a specific crime, it adapts its algorithm for computing risk scores for future cases.\textsuperscript{114} This adjustment can happen swiftly: even a single new recidivism incident can immediately prompt a recalculation of statistical correlations and cause changes in numerical parameters affecting risk score computation.\textsuperscript{115}

The potential for autonomous evolution introduces a unique problem; no one, not even the system manufacturer, possesses a snapshot of the dynamic algorithm precisely as it existed when calculating a specific risk assessment score because it is always changing.\textsuperscript{116} The information the algorithm used to calculate an individual’s score may no longer be available when a request for information is made weeks or months after the score was computed.\textsuperscript{117}

\textit{ii. Lack of Transparency and Explainability}

The lack of information poses significant concerns in light of predictive AI bias.\textsuperscript{118} The terms “legal black boxes” and “technical black boxes” underscore the difficulty of ensuring transparency since the algorithm itself is hard to comprehend.\textsuperscript{119} These so-called “legal black boxes” of algorithmic code are safeguarded by contracts and kept confidential from the public even though they contain relevant information about the AI system, which causes a lack of transparency.\textsuperscript{120} This information includes the code; the datasets used to train the system; performance metrics; identification and mitigation of biases; the presence of human oversight; and adherence to legal requirements.\textsuperscript{121} In contrast,

\begin{itemize}
\item \textsuperscript{114} Id.
\item \textsuperscript{115} Id.
\item \textsuperscript{116} Id.
\item \textsuperscript{117} Id.
\item \textsuperscript{118} See Ashley Deeks, \textit{The Judicial Demand for Explainable Artificial Intelligence}, 119 COLUM. L. REV. 1829, 1833 (2019); see also Malek, supra note 57, 238–240.
\item \textsuperscript{119} Maja Brkan & Gregory Bonnet, \textit{Legal and Technical Feasibility of the GDPR’s Quest for Explanation of Algorithmic Decisions: of Black Boxes, White Boxes and Fata Morgana}s, 11 EUR. J. RISK REGUL. 18, 18–19 (2020).
\item \textsuperscript{120} See id. at 43–46.
\item \textsuperscript{121} Rita Matulionyte et al., \textit{Should AI-Enabled Medical Devices Be Explainable?}, 30 INT’L J.L. & INFO. TECH. 151, 157 (2022).
\end{itemize}
technical black boxes arise when the algorithm’s process is either undis-
closed to developers or too intricate for human comprehension due to
cognitive limitations, which causes a lack of explainability.122

Since important information about a legal black box AI system is
kept confidential, its biased patterns and discriminatory behavior are
hard to identify or even rectify. Numerous vital algorithms influencing
public life are often classified as proprietary or trade secrets, which
contributes to this scenario.123 Maintaining this shroud of secrecy
generally does not foster informed public discourse. Likewise, without
transparency into evaluations and performance assessments, users will
not have the insight into the metrics that determine the system’s effec-
tiveness.124 For this reason, it is urgent to impose some economic
sanctions on AI developers who do not disclose relevant information
for legal black boxes. Since AI developers can provide certain infor-
mation, they must be encouraged or incentivized to weigh whether the
pros and cons (lack of competitive advantage, above all) will be con-
ducive to improving the current status quo.

122. Transparency usually describes the deficiency of information in all
aspects of an AI system. In this sense, the absence of explainability can be seen as one
facet of the broader transparency issue. However, they should be considered distinct
concepts. See generally Vera Lúcia Raposo, How Is ‘Unexplainable’ and Non-
Transparent AI Affecting Healthcare Delivery?, OSLO L. REV. (forthcoming 2024)
[hereinafter Raposo, Unexplainable and Non-Transparent]; Nagadivya Balasubra-
maniam et al., Transparency and Explainability of AI Systems: From Ethical Guide-
lines to Requirements, 159 INFO. & SOFTWARE TECH., Mar. 2023, https://doi.org
/10.1016/j.infsof.2023.107197. Explainability, while forming a specific aspect of
transparency, does not completely encapsulate the transparency spectrum. Further-
more, it is important to recognize that compliance with other transparency dimen-
sions is usually technically feasible, and non-compliance is often rooted in legal or
business considerations. In contrast, explainability encounters technical challenges
due to the art’s current state that prevents comprehensive explanations. See Sajid Ali
et al., Explainable Artificial Intelligence (XAI): What We Know and What Is Left to
Attain Trustworthy Artificial Intelligence, 99 INFO. FUSION, Nov. 2023,
https://doi.org/10.1016/j.infus.2023.101805; see also Raposo, Unexplainable and
Non-Transparent, supra note 122.

123. See Katarina Foss Solbakk, Searchlights Across the Black Box: Trade
Raposo, Unexplainable and Non-Transparent, supra note 122.

124. Balasubramaniam et al., supra note 122, at 8. Raposo, Unexplainable and
Non-Transparent, supra note 122.
Dealing with technical black boxes is more intricate because legal compliance does not depend on human will. Society, including the developers themselves, does not understand how these AI systems reached their outcomes. White-box models (i.e., explainable models) allow developers and users to scrutinize the decision-making process by identifying patterns and detecting discriminatory tendencies. In contrast, the lack of explainability creates a black-box scenario where biases go unnoticed and thus unaddressed. Elucidating outcomes is crucial to safeguard democratic rights and legal frameworks, and the lack of transparency is especially problematic in judicial decision-making.

### iii. Deficient Reward Mechanisms

Reward learning is a process through which a machine learns to associate certain actions or states with rewards. Reward learning is fundamental to reinforcement learning, which is a type of machine learning where an agent learns to make decisions by interacting with an environment to maximize cumulative rewards. Rewards serve as indicators guiding AI agents on which actions are favorable or unfavorable within a particular context. For instance, in generative AI, these signals measure the system’s effectiveness in meeting predefined goals. They attribute a reward score to each generated output, with higher scores indicating closer alignment with the desired objective.

However, this very reward learning mechanism can also be a source of bias. Both reward and reinforcement learning play critical roles in contemporary AI systems as an AI learns what is the correct...
behavior.\textsuperscript{132} Throughout an AI system’s learning process, the reward function effectively measures how much positive or negative reinforcement is attributed to its actions and decisions;\textsuperscript{133} this is similar to the terminology used in human psychology.\textsuperscript{134} Subsequently, learning algorithms adjust the AI’s parameters and behavior to maximize the overall reward.\textsuperscript{135} Consequently, the shaping of AI behavior often boils down to crafting motivating reward functions.

However, a behaviorist learning approach is not foolproof and can be manipulated.\textsuperscript{136} When a reward system is poorly outlined and given to an AI system, the reward system can lead to unintended side effects or behaviors, often referred to as “reward hacking.”\textsuperscript{137} If the reward system does not accurately capture the true objectives, values, or intentions of the designers, the AI may exploit loopholes or find shortcuts to achieve high rewards that are not aligned with the desired outcomes.\textsuperscript{138}

\textbf{V. MITIGATING AI BIASES}

There are mitigation techniques that can be applied to overcome bias and thus contribute to the creation of trustworthy AI.\textsuperscript{139} A very popular anti-bias recommendation is to ensure training on a diverse dataset.\textsuperscript{140} It is crucial to use a training dataset that mirrors a diverse and representative population to prevent the AI from
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emphasizing or de-emphasizing any particular group of people. Using a non-diverse dataset could lead to disproportional outcomes by introducing group bias into the model.

Another mechanism to mitigate biases involves balancing the representation of different groups. For instance, oversampling the minority class in a dataset can help achieve a more balanced distribution as it ensures that the predictive model has sufficient representation from minority groups, allowing it to learn patterns and relationships specific to these demographics. By balancing the class distribution, the model becomes less likely to exhibit bias or disparities in its predictions based on groups often subject to stereotypes and prejudices.

Another way to mitigate bias is to exclude sensitive variables from the training dataset. Sensitive variables are, but not limited to, race, gender, and age. Consider a scenario where predictive AI is used in bail or pre-trial risk assessment hearings within the criminal justice system. The goal of the predictive AI model is to assess the risk of a defendant committing a crime or failing to appear in court if released on bail before their trial. Instead of including variables such as race, gender, or socioeconomic status in the predictive AI model, developers should focus on factors directly related to the defendant’s risk of reoffending or failing to appear in court. Non-sensitive variables may include past criminal history, employment status, community involvement, or previous instances of bail violations. However, the challenge is that some of these factors could also belong to a sensitivity list. For instance, the specific community the defendant lives in might be closely related to their specific ethnic or religious group. Therefore, at that point, can we accurately distinguish between a sensitive variable and a non-sensitive variable?
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Incorporating human oversight is another mechanism.145 This involves the active participation of humans in the design, deployment, and monitoring of AI systems to identify and rectify biases.146 As demonstrated in the previous example, a statistician could be influential in overseeing the results of a predictive AI system. Continuous testing ensures AI remains aligned with its intended purpose.147 Designing an AI system should facilitate easy and robust adjustments, and continuous auditing becomes imperative.148 The successful performance of this task requires that individuals, including judges, have a comprehensive understanding of AI functionality and moral character. Thus, implementing ethical principles within institutions and court processes—specifically decision-making authorities and compliance monitors—is essential.

Frequent AI audits are a crucial aspect of AI use. Auditability entails the preservation of all information utilized in conducting a risk assessment, making it potentially accessible “in the event of a due process challenge.”149 For audits to be possible, it is necessary to document events so that information is accessible to the auditors. Given the rapid evolution potential of an AI algorithm, failure to deliberately record the algorithm’s state each time it is used may pose a reconstruction challenge. The volatility of an AI’s algorithm emphasizes the importance of systematically documenting the algorithm’s state to ensure comprehensive auditability.150

In addition, it is important to consistently evaluate the model’s performance on different subgroups to identify and address potential biases. Imagine a case involving predictive AI in bail decisions within a court system where an AI’s common task is to disaggregate the data by demographic groups, such as race, gender, age, and socioeconomic status, to compare outcomes for each subgroup. For instance, bias can be discerned by comparing the rates of reoffending and failure to appear in court among defendants of different racial or ethnic backgrounds. Essentially, the AI could run statistical reports to demonstrate its judicious performance and uncover variables the AI regularly considers when making its assessments.

VI. THE LEGAL REGIME OUTLINED IN THE AI ACT

In 2012, the Artificial Intelligence Act (“AIA”) was introduced to tackle potential risks associated with AI applications, particularly those affecting health, safety, and fundamental rights in Europe. This legislative initiative set forth an innovative regulatory framework applicable to all 27 member states of the European Union, becoming the first comprehensive AI regulation introduced in the world.

A. Classification of Predictive AI in Law Enforcement Scenarios

According to the original proposal from the European Commission, AI systems used in law enforcement or justice administration
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were classified as high-risk AI systems by the AIA. This means that they are considered to pose a significant risk of harm to the health, safety, or fundamental rights of natural persons. This classification of AI survived the AIA’s European Council approval process. However, the version approved by the European Parliament was significantly different. The category of forbidden AI grew to include AI systems used to evaluate the risk associated with individuals or groups and the likelihood of someone committing an offense or reoffending. This includes predicting the recurrence of potential legal violations through profiling. The profiling process considers various factors such as personality traits, characteristics, location, and past criminal history.

As of the March 13, 2024, iteration of the AIA, Article 5, relating to prohibited AI systems, included this same prohibition. The norm states that

---


[T]he placing on the market, the putting into service for this specific purpose, or the use of an AI system for making risk assessments of natural persons in order to assess or predict the likelihood of a natural person committing a criminal offence, based solely on the profiling of a natural person or on assessing their personality traits and characteristics; this prohibition shall not apply to AI systems used to support the human assessment of the involvement of a person in a criminal activity, which is already based on objective and verifiable facts directly linked to a criminal activity[.]\textsuperscript{161}

When a predictive AI system falls under the above prohibition’s exception, it is classified as a high-risk AI system.\textsuperscript{162} The AIA classifies AI that meets the exception as “high risk” because those systems can be traced back to the AIA’s Annex III, which outlines a list of AI systems considered high-risk per AIA’s Article 6(2) unless they do “not pose a significant risk of harm, to the health, safety or fundamental rights of natural persons, including by not materially influencing the outcome of decision making.”\textsuperscript{163} Annex III, Article 6(e) of the referred Annex III refers to:

AI systems intended to be used by or on behalf of law enforcement authorities or by Union institutions, bodies, offices or agencies in support of law enforcement authorities for the profiling of natural persons as referred to in Article 3(4) of Directive (EU) 2016/680 in the course of the detection, investigation or prosecution of criminal offences.\textsuperscript{164}

High-risk AI systems are mandated to meet specific criteria, including developers using representative, unbiased, and accurate datasets for training; implementing human oversight; maintaining records for compliance checks; and providing relevant information to users.\textsuperscript{165} Distinct
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requirements apply to various stakeholders, such as providers, importers, distributors, and users of AI systems.\(^\text{166}\) These requirements involve adherence to the Regulation’s specifications and the application of CE marking of conformity\(^\text{167}\) to indicate conformity with the Regulation.

\section*{B. Bias Mitigation Measures in the AI Act}

The AIA requires high-risk AI systems to undergo conformity assessments before deployment, ensuring they meet established standards for bias mitigation.\(^\text{168}\) These assessments are a preventative measure, ensuring only AI systems that have effectively addressed potential biases are introduced to the market. An AI system will obtain a positive result insofar as the below requirements are met. This robust framework is aimed at enhancing the ethical use of AI technologies, with a strong emphasis on reducing bias.\(^\text{169}\)

For starters, the AIA mandates strict data governance and the use of high-quality, unbiased data.\(^\text{170}\) This initiative ensures that the datasets fed into AI systems are as accurate and representative as possible, thereby reducing the risk of biases being encoded into AI algorithms from the outset.\(^\text{171}\) Through the institution of comprehensive risk management systems, the AIA enforces the early identification and mitigation of potential biases within AI systems. This preemptive approach ensures that biases are addressed at their root, which significantly decreases the possibility of biased outcomes.
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Moreover, the AIA demands detailed technical documentation and rigorous record-keeping. This requirement enhances the transparency and accountability of AI systems by providing insight into their decision-making processes, which in turn facilitates the identification and correction of biases.

Additionally, human oversight is a critical component of the AIA, ensuring that AI systems are continuously monitored and evaluated by individuals capable of contextual understanding and ethical judgment processes where AI systems may falter. This human layer of analysis and intervention, in conjunction with other mitigation techniques, is key to identifying and rectifying biased decisions that AI systems make. While AI systems can process information and make decisions at scales and speeds unattainable by humans, they cannot fully understand ethical nuances and societal contexts. Human intervention cannot completely bridge this gap but it can spot some biased outcomes and correct them. By prioritizing the accuracy, robustness, and cybersecurity of AI systems, the AIA indirectly combats bias by ensuring systems perform reliably and are safeguarded against external manipulations that could introduce or amplify biases.

The AIA also significantly focuses on making AI system operations transparent, traceable, and explainable. The emphasis on transparency, traceability, and explainability ensures that stakeholders can understand the decision-making process, thereby enabling the identification and rectification of biases. Traceability and transparency
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further support how the AIA requires replicability and true understanding by ensuring the entire decision-making process, from data selection to algorithm application, is open to scrutiny. This allows others to attempt to reproduce the process through simulations and evaluate the system’s veracity.

CONCLUSION

Biases in AI predictive modeling—specifically in AI used in risk assessment and recidivism prediction—are impossible to extinguish, especially when applied in a criminal setting. The problem does not lie in the prediction itself but in the underlying processes used to make AI predictions that suffer from the same types of biases as humans do because they view the past as indicative of the future. Biased predictions are inevitable because human biases taint the historical data used to make those predictions. Therefore, one can logically conclude that AI predictions are no different considering AI decision-making relies tremendously on human decision-making.

The worry lies with the impact of AI on people. AI’s ability to affect—both positively and negatively—many more individuals than one human’s decision-making, and at a much faster rate, is not to be underestimated. Instead of having an individual impacted by biased human decision-making, thousands risk being affected by AI that feels no remorse or repercussions. Still, the root of the problem is not AI itself, but its prediction methods relying on biased data.

The deep problem is the nature of prediction itself. All prediction looks to the past to make guesses about future events. In a racially stratified world, any method of prediction will project the inequalities of the past into the future. This is as true of the subjective prediction that has long pervaded criminal justice as it is of the algorithmic tools now replacing it.
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